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Learning objectives

After this lecture, you should be able to:

1. explain the concepts of orthogonal set and orthonormal set;
2. explain the procedure of Gram-Schmidt;

3. perform the procedure of Gram-Schmidt to get an
orthonormal basis;

4. explain the procedure of QR-decomposition;

5. find a QR-decomposition of a matrix.
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Part 1: Orthogonal and
orthonormal sets
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Orthogonal and orthonormal sets

Let S be a set of two or more vectors in a real inner product space.
Then:

® S is said to be orthogonal if all pairs of distinct vectors in the
set are orthogonal.

® S is said to be orthonormal if S is orthogonal and Vv € S,
vl = 1.
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Why do we need an orthogonal set or an orthonormal set?

Reference: https://www.youtube.com/watch?v=SWbis2zWIvo

Task: Find an example that shows the importance of an
orthogonal or an orthonormal set in Linear Algebra.
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https://www.youtube.com/watch?v=SWbis2zWIvo

Example 1: Orthogonal sets

Given vectors in R3:
vi =(0,1,0), v, =(1,0,1), v3=(1,0,-1)

with Euclidean inner product. Is the set S = {v1,vo,v3}
orthogonal?
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Example 1: Orthogonal sets

Given vectors in R3:
vi =(0,1,0), v, =(1,0,1), v3=(1,0,-1)

with Euclidean inner product. Is the set S = {v1,vo,v3}
orthogonal?

Solution:

Show that (v1,v2) =0, (v1,v3) =0, and (vp,v3) = 0.
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Example 2: Constructing an orthonormal set

from an orthogonal set

From the previous example, we see that S = {vy,vp,v3} is an orthogonal
set. How to construct an orthonormal set out of it?

® The Euclidean norms of the vectors:
vl =1, vl = V2, |lvs|| = V2

® Normalizing vi, vo, and v3 yields:

21 Vo 1 1
= e~ (750 s):
L (1,07_1)
[lva|] V2T V2
® Verify that
(ug,up) = {ug,u3z) = (up,u3) =0, and
vall =1, [lv2ll =1, flvs]| =1

Hence, {uy,u,us} is an orthonormal set.
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Exercises
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Part 2: The Gram-Schmidt

Process
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Importance of orthogonal basis & orthonormal basis

Theorem (Orthogonal basis & orthonormal basis)

1. If S ={vi,va,...,vp} is an orthogonal basis for an inner
product space V/, and if u is any vector in V, then:

u,v u,v u,v
Ll ) )
(v vz [Vl
2. If S = {vi,va2,...,v,} is an orthonormal basis for an inner

product space V/, and if u is any vector in V, then:

u = (u,vi)vy + (u,vo)vo + - -+ + (U, vp)vp,
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Does an orthonormal basis always exist?

Theorem
Every nonzero finite-dimensional inner product space has an
orthonormal basis.
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The Gram-Schmidt Process (1)

The Gram-Schmidt process is the step-by-step construction of an
orthogonal (or orthonormal) basis.

The Gram—Schmidt Process

To convert a basis {u;, uy, ..., u,} into an orthogonal basis {v, v, ..., v,}, perform
the following computations:

Step Lvi=wm
W, v
SrepZ. Vo = — fu 12)
vell
us, vy us, v
Step 3. v = w3 — fus, 2)\’1— (us, 2)
lIvall Iv2ll
Step 4. va — {ug, vi) (ug, va) (g, ¥3)
ep 4. V4 = Uy — 2\’1— Z\’z— 2\/3
fIvill v lIvsll

(continue for r steps)

Optional Step. To convert the orthogonal basis into an orthonormal basis
{q,, 495, ..., q,}, normalize the orthogonal basis vectors.
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The Gram-Schmidt Process (2)

V3 = Uy — projy, ug

Ty W2

V.=

proj w,
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Example 1: Gram-Schmidt process

Given vectors in R3:
u; = (]_, ]_, ].), uy = (0, ]., ].), usz = (0,0, ].)

1. Transfom the basis vectors into an orthogonal basis
{v1,v2,v3}.

2. Normalize the orthogonal basis to obtain an orthonormal basis
{qlv qdo, q3}
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Example 1 solution: Gram-Schmidt process

u; = (1,1, 1), Uy = (0,171), usz = (070,1)

Step 1. Vi =UuU; = (1, ].7 1)

Step 2. Vo = Uy = proleu2 =u, — <l|l2a‘I;>v1
Vi
2 211
=(0,,)—=(L,1,1)=(—=, =, =
( D) ) 3( ) ) < 3,3,3>
: (us, vy) (us, Vo)
st 3. = —_— — _
et T e T

1 13/ 211 11
(07071)‘3(17171)‘2/3(‘37373) - <0’_2’2>

211 11
Vi = (17171)7 Vo = <_37373>3 V3 = (07_272>
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Example 1 solution: Normalization

From the Gram-Schmidt process, we get:

211 11
Vi = (17171)) Vo = <_3)373>5 V3 = <07_272>

Hence,

V6 1
= 3 = — = —
forll = V3. vall = 52 sl = 5

So, an orthonormal basis for R3 is:

am = (L L L) o (2 L 1)
Pl \VBVETVE)T T | Ve V6 V6
Qs = V3 _ <0 1 1 >
P vl V22
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Extending orthogonal /orthonormal sets to
orthogonal /orthonormal bases

Theorem
If W is a finite-dimensional inner product space, then:

1. Every orthogonal set of nonzero vectors in W can be enlarged
to an orthogonal basis for W'.

2. Every orthonormal set in W can be enlarged to an
orthonormal basis for W.
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Exercises
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Part 3: QR-Decomposition
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Concept of QR-decomposition (1)

Problem
If:

® A s an m x n matrix with linearly independent column vectors,

® @ is the matrix that results by applying the Gram-Schmidt process
to the column vectors of A,

what relationship (if any) exists between A and Q7
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Concept of QR-decomposition (1)

Problem
If:

® A s an m x n matrix with linearly independent column vectors,

® @ is the matrix that results by applying the Gram-Schmidt process
to the column vectors of A,

what relationship (if any) exists between A and Q7

Let: A=[uy [uz | - |us] and Q=1ay | | -~ | )
By Theorem “Orthogonal basis & orthonormal basis”, it can be written:

u; = <U1, q1>q1 + <U1, q1>q1 Tt <U1, qn>qn
uz = <U2, q1>q1 + <U2, q1>q1 +o <U2, qn>qn

u, = (un,qy)q; + (up,qq)q; + -+ (us,q,)q,
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Concept of QR-decomposition (2)

This can be written in matrix:
(u1,q;) (u2,qy)
<U1,q2> <U2,q2>
[ [u | -+ Jup] = [ag[az| - |aq,] . .
<u17qn> <U2,q,,>
A = Q R

Since q; is orthogonal to uy, uy, ..., uj_1, we have:

<u17q1> <u27q1> <unaq1>
0 <U2, q2> e <un7 q2>

R= : : - :
0 0 - (una,)

This is called the QR-decomposition of matrix A.

21/27 © Dewi Sintiari/CS Undiksha

<un7q1>
<un7Q2>

(Un. )



Concept of QR-decomposition (3)

Theorem
If A'is an m x n matrix with linearly independent column vectors, then A

can be factored as:
A= QR

where @ is an m x n matrix with orthonormal column vectors, and R is
an n x n invertible upper triangular matrix.

Remark.
® Q=J[g;|ay]| --- | 9,] can be obtained from Gram-Schmidt
process.

® The matrix R is the matrix as defined previously, which is an
upper-triangular matrix whose entries are (u;, q;) for some
ije{1,2,....n}.
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Example: Finding QR-decomposition

Find a QR-decomposition of:

A=

==
= = O
= O O
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Solution of example
Solution:

Step 1. Find the column vectors of A:

1 0 0
up=|1|,u= 1], u3=1|0
1 1 1

Step 2. Apply the Gram-Schmidt process. This gives orthonormal
vectors:

1 _2 0

3 Yo 1

Vi = 3 , Vo = /6 , V3 = *1\@

1 1 1

V3 V6 V2

Step 3. Define matrix R:

3 2 1
(u,qq) (u2,9;) (u3,qq) NERCIE
R=| 0 (wmay (wae)| = |0 Z &
0 0 (us, q3) 0 0
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Solution of example (cont.)

Hence the QR-decomposition is:

1 _2 3 2 1
100 V3 6 V3 3B 3
110 =% L+ —-Lijo =2 L
NG V2 V6 6
111 T 1 1| o L
Vi V6 V2 V2

A - Q R
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Exercises

1. Write the step-by-step procedure of computing
QR-decomposition of a matrix.
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to be continued...
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